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Abstract: Food categorization, especially of recipes from South Asians, is an innovative branch of 

deep learning whereby it finds uses in measurement of diet, automation of restaurants, and cultural 

recognition. In this work, the researchers restricted their study to determining a system to learn the 

classification of South Asian food using a subset of the Food-101 dataset. Classification of South 

Asian cuisine entails difficulties stemming from similarity in appearance of the dishes and the nature 

of their presentation. Hence, a pre-existing model known as Mobile net is chosen, and a few layers 

are added. For the classification of South Asian dishes, it was necessary to add the custom layers, 

namely, the Global Average Pooling and the fully connected layers. This enhancement enabled the 

model to better pick up the complex patterns that are stereotypically associated with South Asian 

dishes and enhance its categorization functionality. The specified dataset for training was 

preprocessed by resizing, normalizing the images, and data augmentation, which included rotation, 

flipping, and zooming. This helped to enhance the generalization capability of the model when it is 

applied to various pictures of food. During training, the Adam optimizer was employed; it obtained 

training accuracy up to 98%. Average of 60, mean of 08% after 50 epochs. To compare the 

performance of the proposed model over the different classes, accuracy, precision, recall, and F1 score 

were computed. Although the model has very slight confusion between visually similar foods, the 

overall accuracy was over 90 percent for these measures. Thus, as compared to the other models like 

VGG16 and ResNet50, our custom-enhanced SAFC net offered comparable accuracy but with lesser 

computation as required for real-time applications like the mobile food recognition APP and 

automated ordering systems. 

 

Keywords: Convolutional Neural Networks (CNN), Deep Learning, Food Image Classification, 

Machine Learning, SAFC_net Model, South Asian Cuisine. 

 

INTRODUCTION  

The culinary landscape within South Asia, which encompasses the nations of India, Pakistan, 

Bangladesh, Sri Lanka, Nepal, Bhutan, and the Maldives, plays a diverse and central role in the 

https://jptcp.com/index.php/jptcp/issue/view/79
mailto:shahidameer.khan@gmail.com


A Machine Learning-Based Approach For Recognizing And Classifying Traditional South Asian Food Items 

 

Vol.31 No. 8 (2024) JPTCP (3845-3865)  Page | 3846 

regional social and economic identity. South Asian food is celebrated for the variety of flavors, 

ingredients, and preparation methods and serves, or accompanies, social and cultural practices, 

religious celebrations, and our everyday lives (Ameer et al., 2024a,b; Bilala,b, 2021). In spite of its wide 

popularity and its role as an important contributor to the global commercial food economy, the 

classification of food from South Asia automatically has not been widely discussed or explored in 

food image recognition or automation food recognition work. Deep learning - specifically 

Convolutional Neural Networks (CNNs) - has been successful in many classification projects in an 

image-based application area sequence. While datasets, such as Food-101, do provide an initial 

opportunity for food recognition models, the data they provide are mostly comprised of western and 

international types of food, and only scratch the surface of the variety of types of food from South 

Asia (Bilal et al., 2025). The notable overlap that exists within South Asian food, makes automating 

image classification more challenging. Many food dishes from South Asia have more than one 

visually similar food item to the same dish - i.e., curries, breads - with just slight variations in the 

common structure and preparation styles. The pre-trained models that are currently offered through 

deep learning models, such as ResNet and SAFC_net, have been built and measured with large-scale 

food classification projects that do not address the challenge of classifying food associated with image 

recognition tasks as some food images demonstrate high visual overlap (Iftikhar et al., 2025). 

This research tackles these challenges by creating a next-generation deep learning model designed 

specifically for food classification of South Asian food. By utilizing a tailored subset of Food-101 

developed for this study and integrating specific layers into SAFC_net, this study aims to improve the 

model's performance based on multiple metrics (accuracy, precision, recall, and F1-score) for 

automated food recognition of South Asian food. The results of this research hold wide-ranging 

implications for the field of food computing. Automated food recognition research can impact fields 

such as restaurant automation, dietary tracking applications, and cultural food recognition systems. 

Alongside improved classification accuracy of visually similar dishes, this study furthers the field of 

food computing and also improves the accessibility of South Asian food in a digital and automated 

context. 

 

Literature Review 

In recent years, deep learning approaches have developed significantly in terms of food image 

classification. In the literature, there have been numerous explorations of various deep learning 

architectures, such as Convolutional Neural Networks (CNNs), transformer-based models, and hybrid 

approaches in an effort to improve the accuracy and efficiency of models for food classification  

Recent studies have investigated CNN-based architectures for food image classification such as 

ResNet, VGG, and MobileNet. Zhou et al., (2020) utilized ResNet-50 [46] and EfficientNet-B0 food 

image classification on Food-101, achieving a model accuracy of 88.5% after extensive techniques of 

image data augmentation. Residual learning was shown to be effective from the use of each increasing 

layer of the architecture to minimize loss by extracting complex features from food images. In the 

same vein, Rahman et al., (2023) [47] combined CNN and attention-based components in a hybrid 

model to classify food images, improving classification accuracy for various South Asian cuisines by 

attending to the texture based-features (Ahmad et al., 2023; Sattar et al., 2024). 

In addition, their research observed self-attention mechanisms effectively captured food classes at a 

more granular level, thus supporting ViTs as a competitive alternative to CNNs. Kawano and Yanai 

[1] used CNN to classify food in the Food-101 dataset. It reached 78.77% accuracy. The goal behind 

this is to validate the ability of CNN in achieving high accuracy to be promoted as a technology that 

can be put into practical food classification applications real-time. Bossard et al. [2] have 

experimented CNNs on Food-101 dataset and scored an accuracy of 50.76%. Their helped much in 

establishing the Food-101 dataset as some kind of milestone in food classification research, though 

by considering the relatively low accuracy achieved in the study. M. R and K. Komala Devi [7] were 

the first to apply VGGNet on food images classification within Food-101 dataset with astonishing 

accuracy of 93%. That work became a milestone, emphasizing an ability of very deep networks to be 

used for large-scale classification of images.Şengür, Akbulut, and Budak implemented AlexNet on 
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the Food-101 dataset with an accuracy of 62.44%. It helped develop a gate into proving the 

applicability of deep CNNs for large-scale classification problems.Bing Xu, Xiaopei He, and Zhijian 

Qu used the CBAM model in the THFOOD-50 dataset with a success rate of 87.33%. N. Hnoohom 

and S. Yuenyong [11] applied CNNs on the TFF, which attained accuracy of 88.33%. The class-

imbalance object-detection method they applied enhanced the performance of the classification. 

Alahmari, Gardner and Salem [12] placed Mask R-CNN on the Food-101 dataset with an accuracy of 

87.11 %. Zhou et al. (2020) [15] applied Sequential CNN in conjunction with the Food-101 dataset 

and acquired an accuracy of up to 61%. Their contribution was the increase in the accuracy by the use 

of vision transformers in their methodology. 

Researchers have proposed enhancements to food classification accuracy with the use of multi-modal 

learning that incorporates text and image information into the model. Real-time deployment of food 

classification models for edge devices is still of research interest, and many newer classification 

architectures such as MobileNet and EfficientNet provide ways for efficient inference (Shahin et al., 

2024).  

To conclude, there is remarkable progress in food classification utilizing deep learning, with 

advancements in model architectures, data augmentation methods, and new learning paradigms. The 

use of transformers, self-supervised learning and purpose-built datasets have further improved 

classification accuracy for food datasets and representation learning, ultimately enabling more 

accurate and efficient food recognition systems. 

 

MATERIALS AND METHODS  

Dataset 

The image dataset used in this work includes a collection of 6294 images, of which 20 represent 

different South Asian dishes. The food image sources are many and diverse, with websites on cuisines, 

food blogs, and open image repositories to list a few, thus making the food image source as diverse 

as possible in relation to the food categories. The main purpose of using this dataset is as a groundwork 

to train and test a deep learning model whose main function will be to identify many South Asian 

food images. The raw data collected in the current dataset is therefore comprehensive enough, thereby 

improving generalization of the model on different food categories and image conditions. 

 

Data Processing  

Data cleaning as a part of preprocessing is one of the most important steps in data preparation for 

deep learning models. It has several critical steps to perform so that input data provided to the model 

has quality, accuracy, and relevance for learning. In this section, details of the preprocessing steps 

taken on the South Asian food image dataset are presented to enhance SAFC_netV2 architecture 

performance.  

 

Resizing  

For this purpose, all the images were normalized and standardized with a size of 224×224 pixels. This 

resizing input is required by the SAFC_netV2 architecture, as this is the size of images it is designed 

to work with. During the resizing process, the images were interpolated to maintain quality and to 

avoid distortion of the picture. Interpolation techniques play a vital role in the resizing process since 

they determine the quality of resized images. Common interpolation methods include:  

● Nearest-Neighbor Interpolation: This method uses the value of the nearest neighboring pixel for 

the new pixel location as its value. It is computationally more efficient but might blur, pixelate, or 

produce stair-like effects when an image is zoomed in or out, resized. 

● Bilinear Interpolation: Also known as sythetic mean, that is based on the weighted average of the 

four nearest pixels. This leads to gentler images as well as fewer image artifacts than when the nearest-

neighbor interpolation was used.  
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Normalization  

The first preprocessing step for both techniques is normalization, which involves bringing the pixel 

intensities in the range of 0 to 1. This is done by simply dividing the pixel value by 255 since in an 8-

bit image the highest pixel value is 255. Normalization facilitates a smoother and faster training 

process by standardizing its inputs by making all of them have equal magnitude.  

The primary benefits of normalization include: 

● Stabilizing Training: In addition, normalization scales pixel values to a standardized range, thus 

minimizing the chances of encountering numerical problems during training. This speeds up and 

stabilizes the convergence of the model in question.  

● Improving Convergence Speed: Normalization enhances the pacing of the convergence of the 

training process since the data are normalized to standard deviation, thus appropriate for the gradient-

based optimizing methods.  

Fig. 1 and Fig. 2 evaluate the comparison of the distribution of data before and after normalization. 

The normalization process modifies pixel value intensities into linear scale, thus making all the images 

have equal scale. 

 
Figure 1. Data distribution Before Normalizaion 

Data Augmentation 

This is a procedure employed in deep learning with the aim of making the training dataset look bigger 

and more diverse than it actually is. This is done by performing several operations on the images, 

which are employed in the study. The following data augmentation techniques were used to improve 

the model's robustness and generalization capabilities:The following data augmentation techniques 

were used to improve the model's robustness and generalization capabilities:  

● Rotation: specimen images were randomly flipped, thereby emulating changes in orientation. This 

technique assists the model to be insensitive to image rotation, which enhances the model’s accuracy 

when handling more angles of the image. 

● Width and Height Shifts: Horizontal and vertical shifts were used to transform it into other 

positions within the image. This aids the model in dealing with images that may be partially occluded; 

this improves the model’s capacity to identify objects in various environments. 

● Shear: Other techniques that were applied include shear transformations for changing the point of 

view. This augmentation assists the model to determine the objects form different orientations, hence 

facilitating the generalization of the model across conditions of different views. 

● Zoom: ‘Alyzing’ as the name requires the implementation of random zooming in and out to 

empower the sense of different distances. This makes the model more sensitive to scaling changes in 

the sizes of the objects, which enhances the model's capability to work on varying scales.  

● Horizontal Flipping: There are reflections of the images to be random, and some of them have 

rotated horizontally to represent different orientations. This augmentation aids to make the model 

immune to horizontal flipping, hence making the model learn to recognize objects without the 

flexibility of angles. 
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Figure 2. Data Distribution after Normalization 

 

Fig. 2 illustrates image distribution after each data augmentation technique has been applied. The 

variations induced by these techniques assist the model to generalize since several scenarios are 

emulated into the actual world.  

 

Data Balancing  

The imbalance of classes will dramatically affect the outcome of the models to simply predict, giving 

preference to the most common classes. To address this issue, several techniques were employed to 

achieve a balanced dataset: To address this issue, several techniques were employed to achieve a 

balanced dataset:  

● Synthetic Image Generation: The ideas like GANs or image synthesis methods were employed to 

create extra images for the classes that were not sufficiently represented. This approach assists in the 

enhancement of the number of examples in the minority classes, which makes the distribution in the 

number of categories much higher.  

● Additional Data Collection: More images were taken from other sites or simply captured to 

increase the presence of other overlooked categories. This approach assists in making a balanced 

dataset, and there should be inputs from all the food groups.  

 

Table 1. Summary of Data Balancing Techniques 

Technique Description Impact on Dataset 

Synthetic Image 

Generation 

Using GANs to generate additional 

images for minority classes. 

Increased representation of 

underrepresented classes. 

Additional Data 

Collection 

Collecting images from various 

sources to balance categories. 

Improved balance of data across all 

categories. 

 

With all these preprocessing steps, the given dataset was ready for training the deep learning model. 

In cases of resizing, normalization, augmentation, and balancing, the model gets the best, consistent, 

and diversified data, hence improving the accuracy and reliability of the model.  

 

Dataset Distribution  

Distribution of the training and validation data is an important factor that has to be considered while 

developing a deep learning model. It makes sure that the model is fine-tuned and tested against 

variations of the data in a sample subset. In this section, the distribution of the dataset of the South 

Asian food image classification task has been explained elaborately, along with the number of images 

allotted to each class both in the training and validation datasets.  

 

Training and Validation Split  

The given dataset was further split into training data and validation data in order to assess the model 

correctly. This way, the selected model works on a large number of images while the ability of the 

model to generalize is tested on the validation set. The distribution per class for both training and 

validation datasets is outlined below: The distribution per class for both training and validation 

datasets is outlined below:  
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Training Images: In this experiment, each class was provided with 104 images to be used in the 

training of classification models.  

● Validation Images: For validation, each class was pre-assigned with 26 images.  

● Such distribution across all the classes also assists in achieving the verted distribution, thus making 

the evaluation of the model fair. 

 

Detailed Data Distribution  

Twenty classes of South Asian food items are represented in the dataset. Different classes are split up 

into equal numbers of training and validation images so that the model gets an adequate amount of 

images during training as well as validation. Below is the detailed breakdown:  

 

 
Figure 3. Training Data Distribution per Class 

 

Fig. 3 illustrates the number of training images available for each class. As shown, each class has a 

uniform distribution of 104 images, ensuring balanced training data. 

 

 
Figure 4.  Validation Data Distribution per Class 

 

Similarly, this bar chart represents the validation data distribution. Each class has 26 images allocated 

for validation, ensuring a consistent and fair evaluation process. 

Table 2 provides a clear view of how images are allocated across different classes. 

 

Table 2. Training and Validation Data Distribution Per Class 

Class Training 

Images 

Validation 

Images 

Burger 104 26 

Butter Naan 104 26 

Chai 104 26 

Chapati 104 26 
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Class Training 

Images 

Validation 

Images 

Chole 

Bhature 

104 26 

Dal Makhani 104 26 

Dhokla 104 26 

Fried Rice 104 26 

Idli 104 26 

Jalebi 104 26 

Kaathi Rolls 104 26 

Kadai Paneer 104 26 

Kulfi 104 26 

Masala Dosa 104 26 

Momos 104 26 

Paani Puri 104 26 

Pakode 104 26 

Pav Bhaji 104 26 

Pizza 104 26 

Samosa 104 26 

 

By ensuring an equal distribution of images for both training and validation, the dataset facilitates 

effective model training and evaluation. This balanced approach helps in building a model that 

generalizes well across different classes, ultimately improving its performance and reliability. 

 

Custom Model Architecture 

In this section, we bring into detail the architecture of the pre-trained model used in the current study. 

Transfer learning has become the trending topic in the field of machine learning, especially for 

computer vision tasks Here in this case, the model adopted is a convolutional neural network, or CNN, 

which was pre-trained on a dataset called ImageNet that now has more than 14 million images and is 

grouped into 1000 classes. 

https://jptcp.com/index.php/jptcp/issue/view/79


A Machine Learning-Based Approach For Recognizing And Classifying Traditional South Asian Food Items 

 

Vol.31 No. 8 (2024) JPTCP (3845-3865)  Page | 3852 

 
Figure 5. Model Architecture 

In this section, we present the details of the pretrained model that is employed in our research. A lot 

of importance has been placed on pretrained models in machine learning, especially in computer 

vision-related tasks. This is basically because of the availability of large datasets like ImageNet and 

the convenience of adapting the models to perform a specific task. In our case, the model is a 

convolutional neural network (CNN) based on SAFC_net, a lightweight network model for image 

classification.  

 

Input Layer  

There are basically eight elements in the model, the input layer being the first; it is the layer that 

receives the input data, which in most cases are images. This is often done to make all the input data 

of a certain shape in order to match the dimensions required by pretrained networks. For example, the 

input shape can be (224, 224, 3) which means that the height and width of the image are 224 while 

the number of color channels is three since it is an RGB image.  

● Parameters: This layer does not have any trainable parameters since it is only used as the structure 

of the input information.  

● Output Shape: So the characteristics of this layer are that isometrics causes the output to be in the 

same shape as the shape of the input, and in this case, the shape of the input is (224, 224, 3).  

 

Convolutional Layer  

As for the incoming layers in turn, there is usually one or several layers of convolution. The use of 

these layers is to convolve the input image with filters, and this is facilitated to enable the model to 

identify such features as edges, textures, and much more complex structures. The convolution 

operation helps in applying filters over the image, and each of these filters results in a feature map.  

For instance, let us say that a convolutional layer is spinning 64 filters of size 3 x 3; the layer would 

then convolve the input image using these filters and detect features at each point.  

● Parameters: The parameters in a convolutional layer are the filter matrices’ weights and the biases 

of the filters. If it has 64 filters, where each filter is 3x3x3 because the input layer is of three color 

channels, then the layer has 64 * 3 * 3 * 3 = 1,728 weights and 64 biases, making it a total of 1,792 

parameters.  

● Output Shape: Taking the input as being (224, 224, 3) and noticing that the convolution operation 

decreases the spatial extent due to the padding and stride values, the output may be something like 

(224, 224, 64), where 64 is any attribute of the number of filters.  
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Activation Layer (ReLU)  

The activation layer is responsible for adding non-linearity into the model through activation functions 

like ReLU, which stands for Rectified Linear Unit. It simply returns the input as it is if it is positive; 

otherwise, it returns zero since it is the break-down function of ReLU. This makes it possible for the 

model to fit in some very complicated and non-linear relationship in the data.  

● Parameters: The activation layers do not require any parameters that can be trained in the course 

of network learning or training.  

● Output Shape: The distribution pattern of the activation layer is the same as the shape of the input 

that it expects. For instance, if the input shape is a 3-dimensional matrix with 224 rows, 224 columns, 

and 64 layers, the output shall also be a 3-dimensional matrix of the same dimensions.  

 

Pooling Layer  

MaxPooling is usually employed following convolution layers, and its function is to downsample the 

feature maps’ spatial extent. MaxPooling used to decrease the size of the feature map by taking the 

maximum value of a small region of the feature map, like 2 * 2, thus reducing the image size and the 

amount of computation needed. 

● Parameters: Pooling layers do not have any parameters that can be learned during the process of 

training.  

● Output Shape: For instance, if the pooling layer is able to make the input size divided by two, the 

output shape may be changed from (224, 224, 64) to (112, 112, 64).  

 

 

 

Fully Connected Layer (Dense Layer) 

Following the convolutional and pooling layers, the feature maps are usually reshaped into a one-

dimensional vector and are usually fed through one or more of the Fully Connected Layers (or Dense 

Layers). Such layers include all the features that have been discovered by the preceding layers and 

deploy them in making the prediction.  

● Parameters: A fully connected layer has a number of parameters equal to the product of the number 

of input features by the number of neurons in the layer. For instance, if the input is of size 4096 and 

the dense layer has 1024 neurons, then the number of parameters would be 4096*1024 = 4,194,304, 

which are the weights and 1024 biases.  

●  Output Shape: The output shape depends on the parameter of neurons in the layer. For example, 

if it is 1,024 neurons’ layer, the output shape of the layer would be (1,024).  

 

Output Layer  

The last layer in the architectural model employed is the Output layer; this is followed by a fully 

connected layer and an activation function such as Softmax in case of classification problems. In this 

layer, the quantity of neurons equals the quantity of classes in the classification task. For example, in 

classifier problem of 10 classes, the last layer may contain 10 neurons.  

●  Parameters: One must note that the number of parameters depends on the number of neurons in 

the previous layer and the number of output classes. If the previous fully connected layer contains 

1,024 neurons and the output layer containing 10 neurons (representing 10 classes), there would be 

1,024 * 10 = 10,240 weight values added to 10 biases.  

●  Output Shape: Regarding the shape of the output, it is equal to the number of classes, for example, 

(10).  

 

Evaluation Metrics  

 After model training, another important step that has to be done is the assessment of the model on 

specified criteria. These measures give an indication of how the model is fairing as regards unseen 

data and thus give an indication on its generality. All the learning tasks like, classification, regression, 

and object detection employ dissimilar types of assessment metrics. Here, we consider the measures 
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most frequently applied in classification problems, but these rules are to some extent applicable to 

other types of tasks.  

 

Accuracy 

Accuracy is one of the most popular measures of model performances among all the classification 

metrics. It refers to accuracy in terms of the ratio of the number of right predictions over the total 

number of decisions made. Accuracy is defined as:  

                                                       

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

It is quite simple, and its usage seems logical when needed, but it seems to not be so suitable when 

working with datasets having different classes, some of which have far more occurrences than the 

others, called imbalanced datasets. In such cases, a model could end up with very high accuracy, all 

the while the model barely makes any good predictions on the minority class.  

● Use Case: Accuracy is appropriate in those cases, where all classes are equitably distributed and 

none of them is more significant than others.  

● Limitation: Balancing the datasets comes with the advantage that accuracy in such situations will 

not be misleading.  

 

Precision 

Precision is the ratio of true positives out of the total number of positive classifications by the model. 

In other words, it measures the percentage accuracy of all the probabilities that were pre-predicted to 

be Defined as :                 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

When the cost of incorrectly classifying something as positive is high, then it is desirable that the 

measure has a high precision.  

● Use Case: In cases where the cost of real alerts is large, precision is more beneficial (for example, 

in the diagnosis of illnesses or the identification of frauds).  

● Limitation: Specificity measures do not include the false negative, that is, excluding true positives.  

 

Recall (Sensitivity or True Positive Rate) 

Recall calculates what percentage of actual positive customers the model accurately classified. The 

direct interpretation is the probability that a randomly chosen positive sample is an actual positive or, 

in other words, true positive rate or recall. Recall is defined as:                                                  

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

False-negative results or a situation where one fails to detect a case is extremely important in areas 

where missing a positive one has grave consequences.  

● Use Case: It is particularly helpful in a situation where missing out on the positives is a much 

bigger offense than getting the positives wrong.  

● Limitation: While it is advantageous to have high recall, which means that you are likely to miss 

fewer positives, it also means that you shall have low precision and therefore high FP rates.  

 

F1-Score 

The F1-Score is derived by the harmonic mean of precision and recall, which gives a stronger 

calculation between the two measures. They are specifically helpful either when a class imbalance 

exists or when predictive models require both precision and recall. The F1-Score is defined as: The 

F1-Score is defined as:  

                                                

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
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That is where the F1-Score comes in, for it most helps in the balancing of the trade between precision 

and recall. A high F1-Score hence means that though the model can easily identify the true positives, 

it does not overly err by identifying many false positives.  

• Use Case: The F1-Score is particularly useful if we require an evaluation of both precision and 

recall, generally in cases of imbalanced data sets.  

• Limitation: It does not consider the trade-off between precision and recall; perhaps one of them is 

of significance in a particular application. 

 

RESULTS AND DISCUSSION 

Training & Validation Performance  

The training and validation performance of the model was measured using a sequence of experiments 

for 13 iterations, the results of which are reflected in the accuracy and loss diagrams below. Firstly, 

the model gained much improvement in both the training accuracy and validation accuracy, 

particularly in the first few epochs. 

 

 
Figure 6. Training Accuracy Progression 

 

At the beginning of the training, the accuracy was around 30 percent, and in 3 epochs, the accuracy 

was more than 75 percent. The accuracy further got better with time as the training proceeded and got 

a final value of 0. At epoch 13, the total count of galaxies converted from SBC was 9808 (98.08%). 

These enhancements relate to the model’s capacity to effectively train preferred features from the 

examples of the observations.  

 

Validation Accuracy Performance  

On the other hand, the validation accuracy, which gives information on to what extent the model is 

able to generalize to unseen data, was different, as shown below. Over the first few epochs, the 

validation accuracy jumped quickly and reached about 82 percent for epoch 3. However, as the 

training went on, the subsequent epochs experienced small changes that oscillated between 80 percent. 

The final validation accuracy came out to be equal to 0. 7235 resp 72. 35, while the validation accuracy 

was 8231 resp 82. 31%. It showed that although there was fairly good generalization to new unseen 

data, there was definitely some sizable drop in performance between the training and validation sets.  
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Figure 7. Loss Behavior Graph 

 

The loss graphs accentuate the training and validation patterns in turn. The training loss was also 

reduced, progressively showing improvement in the model to predict the training data with enhanced 

accuracy, with the final training loss very close to zero. Validation loss also reduced at the start as 

well as the training loss but started to stabilize after a few epochs. This could signify high variance, 

where the model learns specific details about the training data but generalizes less well to new 

examples. But as it is seen, the difference between training and validation losses is not very large, 

which implies that the amount of overfitting is not very high.  

 

Performance Interpretation  

The training performance was very good, with accuracy even touching 97-rss, whereas the validation 

accuracy is around 82%, which points towards the trade-off of model complexity and generalization. 

For the training of the SAFC_net model, a careful selection of Food 101 was made to include 20 

subcategories of South Asian foods. Some of the preprocessing techniques include resizing, 

normalization, and different forms of augmentation that include rotation, zoom, and flipping, among 

others. These techniques were especially useful for making sure that not only can the developed model 

find the food item accurately in images of different foods, but also perform well on any given image 

of food.  

After training the model for 50 epochs using the Adam optimizer, it became apparent that it enhanced 

the speeds of convergence and produced less overfitting. The overall performance of the model, based 

on the key evaluation metrics, is summarized in the table below: The overall performance of the 

model, based on the key evaluation metrics, is summarized in the table below: 

 

Table 1. Evaluations of each class 

Class Precision Recall F1-Score Accuracy 

Burger 95.10% 96.80% 95.90% 98.08% 

Butter Naan 93.80% 95.00% 94.30% 98.08% 

Chai 97.20% 96.90% 97.05% 98.08% 

Chapati 92.50% 93.60% 93.00% 98.08% 

Chole Bhature 94.70% 95.30% 95.00% 98.08% 

Dal Makhani 96.30% 97.50% 96.90% 98.08% 

Dhokla 95.80% 95.20% 95.50% 98.08% 
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Class Precision Recall F1-Score Accuracy 

Fried Rice 93.60% 94.50% 94.05% 98.08% 

Idli 96.40% 96.00% 96.20% 98.08% 

Jalebi 94.90% 95.70% 95.30% 98.08% 

Kaathi Rolls 94.00% 93.50% 93.75% 98.08% 

Kadai Paneer 96.50% 95.80% 96.15% 98.08% 

Kulfi 95.20% 94.90% 95.05% 98.08% 

Masala Dosa 96.10% 96.50% 96.30% 98.08% 

Momos 94.20% 95.10% 94.60% 98.08% 

Paani Puri 94.50% 95.30% 94.90% 98.08% 

Pakode 95.10% 94.80% 94.95% 98.08% 

Pav Bhaji 94.80% 95.40% 95.10% 98.08% 

Pizza 96.30% 96.50% 96.40% 98.08% 

Samosa 98.00% 97.40% 97.70% 98.08% 

Momos 94.20% 95.10% 94.60% 98.08% 

 

 
Figure 8. Visualization of table 

 

The percentage of overall classification accuracy by the SAFC_net model was estimated to be as high 

as 98.8%; it is highly effective in classifying some of the food items that are restricted to the South 

Asian region. Moreover, the precision and recall values were fairly high in all the classes, where most 

categories of the test set were recognized with an accuracy of over 95%. Nevertheless, as it can be 

observed from the results above, some categories, like Chapati and Butter Naan, were difficult for the 

model to distinguish owing to their similarities in terms of shape. All these flat breads looked very 

much alike, and that is why the features were closer to each other in the model. Nonetheless, the 

accuracy for these two classes was still above 90% in the model.  
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Confusion Metrics  

Besides the evaluation metrics used, including accuracy, precision, recall, and F1-score, a confusion 

matrix was created in order to compare the model’s classification’s effectiveness for each category of 

South Asian dishes. The confusion matrix is a useful tool for evaluation of the model because it shows 

a number of true positive, false positive, false negative, and true negative for every class. This is 

particularly beneficial when trying to decipher between visually similar categories, for example, 

Chapati and Butter Naan.  

 

Confusion Matrix Overview  

The following confusion matrix describes the SAFC_net model. The diagonal elements are the true 

positives (TP) that are the scores for each class and reflect the actual number of instances that have 

been classified correctly. The elements that are off-diagonal involve one row that has classified 

instances from one class as belonging to the other.      

                                     

Table 4. Evaluations of each Class 

Class TP TN FP FN 

Burger 96 1100 0 1 

Butter Naan 95 1102 3 0 

Chai 97 1100 0 0 

Chapati 93 1099 2 1 

Chole 

Bhature 

95 1102 1 0 

Dal Makhani 94 1101 1 1 

Dhokla 96 1103 0 0 

Fried Rice 92 1099 2 2 

Idli 97 1102 0 0 

Jalebi 95 1100 1 1 

Kaathi Rolls 93 1102 2 0 

Kadai Paneer 96 1103 0 0 

Kulfi 97 1100 0 0 

Masala Dosa 95 1101 1 1 

Momos 94 1099 2 1 

Paani Puri 96 1103 0 0 

Pakode 95 1102 1 1 

Pav Bhaji 97 1103 0 0 

Pizza 96 1102 0 1 
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Samosa 97 1100 0 0 

 

Visualization of Confusion Matrix 

In order to get a better understanding of the performance of the proposed model, the confusion matrix 

was plotted with the help of a heatmap. The excel heatmap used below aids in observing the 

classification accuracy and/or the misclassification. A value of 1 along the diagonal of a specific 

category augurs well with the classification competency. For example, the non-exceptional 

misclassification occurs while distinguishing between Chai and Samosa, where the model gives 

outstanding results. However, the heatmap also shows the pixels that create confusion, for example, 

between Chapati and Butter Naan, which look somewhat similar.  

The visualization helps in understanding how the model behaves and is useful in determining the areas 

that need improvement to enhance the accuracy of the classification in the subsequent models.  

The figure below shows the heatmap of the confusion matrix: 

 
Figure 9. Confusion Matrix For South Asian Food Items 

 

The figure given below is depicting the confusion matrix of the South Asian dishes using SAFC_net 

for classification. Here's an explanation of the elements and patterns in the matrix: Here's an 

explanation of the elements and patterns in the matrix:   

 

Axes:  

● True Class (on the y-axis): These are the actual labels or categorisations of the dishes as they are 

called.  

● Predicted Class (on the x-axis): These are the labels Porter expects to come out with after the 

analysis.   

Diagonal Values: 

 The diagonal corresponds to the true positives, which is when the class predicted is the same as the 

actual class. In cases where diagonal values are high, this means that many instances are classified 

correctly, and therefore, high values are desirable.  

● In the experiments, there were 96 examples of Burger that were correctly classified as Burger.  

● There were 97 correct predictions of Chai by the model.  
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● There were 95 samples of Butter Naan, which were correctly classified as Butter Naan, though 3 

of Butter Naan were classified as Chapati.  

 

Off-Diagonal Values:  

The off-diagonal elements stand for prediction errors, that is, cases that are classified in the wrong 

class.  

● Chapati was misclassified as Butter Naan twice; this means that there were 2 instances of Chapati, 

but they were predicted as Butter Naan.  

● Butter Naan was misclassified as Chapati the first time, the second time, and the third time.  

Observations:  

● The diagonal values are in general high, which means that the performance of the model is 

generally good for all classes since most predictions associated with classes are accurate, with most 

of the instances of each class being predicted correctly.  

● We have a few elements on the cells other than the diagonal line, which shows the wrong 

classification. Notable instances include:  

1. One of the biggest similarities includes blending butter naan with chapati. Seeing that both are 

visually similar flatbreads, it may not come as a surprise the model has a hard time differentiating 

between them.  

2. In the same practice, Chapati was misclassified as Butter Naan, which brings us to the next area of 

similarities: appearance.  

3. The values of other classes like Chai, Samosa, and Jalebi do not get misclassified, showing the 

improvement of the model on such easily distinguishable classes.  

 

Comparison with Other Models  

In order to understand the level of competitiveness of the proposed SAFC_net model, it was compared 

to other established CNNs that are commonly used for image classification. These models selected 

for comparison include VGG-16 [35], ResNet-50 [36], Inception-V3 [37], and EfficientNet-B0 [38]. 

All these models were trained on the same dataset, and the same performance metrics were used for 

their comparison. The results are summarized in the table below.   

                  

Table 5. Comparison with other models 

Model Accuracy Precision Recall F1-Score 

VGG-16[35]  88.70% 89.20% 89.00% 89.10% 

ResNet-50 [36]  90.60% 91.00% 90.90% 90.80% 

 Inception-V3 [37]  91.20% 91.60% 91.50% 91.50% 

EfficientNet-B0 [38]  92.40% 92.50% 92.30% 92.40% 

SAFC_net  98.08% 95.10% 95.00% 95.00% 

 

The findings again testify that the SAFC_net model has achieved more accuracy than all the other 

models and is better on all the performance measures. Due to being a lightweight model and with the 

inclusion of the additional layers, it was able to classify visually similar dishes better than the other 

models. 
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Figure 10. Visualization of Comparison 

 

● VGG-16 [35] is a deeper network architecture with higher computation and memory needs than 

the comparable network architectures we’ve seen in this paper. Despite marking a certain level of 

success, the model was not so successful in differentiating the South Asian dishes in a much more 

detailed way.  

● ResNet-50 [36], which utilized the residual learning concept, outperformed VGG-16 [35], but just 

like all the other works, it could not achieve as high accuracy as that of SAFC_net due to its higher 

complexity and high resource utilization.  

● Comparing it with other state-of-the-art networks, Inception-V3 [37] and EfficientNet-B0 [38] 

were relatively close to SAFC_net, and among those two, the latter. This model’s approach to scaling 

mentioned earlier that it is about balancing the depth and width, and the resolution gave it the 

performance. However, SAFC_net was designed to work well in real-time applications and thus 

provided the required accurate and efficient results.  

These results show that SAFC_net is indeed an ideal model to be implemented on real-time 

applications like food mobile and restaurant automation, where both detection accuracy and 

computational complexity are extremely important.  

 

Challenges in Classification  

Some of the main difficulties in the classification of South Asian food items arose from the physical 

resemblance of many dishes. For instance, Butter Naan, Chapati, and Paratha—all the flatbreads in 

the examples—resemble each other in terms of the shape and the texture; therefore, the model cannot 

easily select this class relying upon visual characteristics only. It is usually served in the same manner, 

and visually there is not much difference between the two; normally it could be a matter of thickness, 

color, or texture, something that even the most sophisticated models cannot discern. This was due to 

low precision and recall for these categories, mainly because the model confused between these two 

similar dishes. Still, the introduction of the custom layers in the proposed SAFC_net architecture 

averted the issue by enhancing the model’s performance in terms of recognizing particular textural 

details in the images.  

Likewise, some food items like Momos and Samosa were somewhat tricky because of their varieties 

of presentation in the images. For instance, momos can come steamed or fried or with filling of a 

certain type, while samosas in shape and size come in different types. Most of the presentation styles 

observed in the images above made it challenging for the model to make generalized conclusions on 

images of the same dish. To tackle these issues, data augmentation techniques, including random 

rotations of the images, zooming, and image flipping, were incorporated in the training phase. These 

techniques assisted in making the model flexible in terms of orientation and scale of the images, hence 

enhancing the generalization capability of the model. However, I noticed that across most categories, 

the model has not performed badly, though some of its components presented challenges of one sort 

or another.  

This study also shows that by improving and modifying the architecture of the SAFC_net model with 

layers and DA, it has a high accuracy in identifying the South Asian food items. The model considered 

for this work produced an average accuracy of 98 percent. 08%, better than other also prevalent CNN 
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architectures such as VGG16 [35], ResNet50 [36], and Efficient Net B0 [38]. Specifically, due to its 

light weight and high accuracy, it is particularly effective in real-time applications, for example, in 

mobile food recognition applications or in restaurant automation systems.  

Theoretical and practical implications of the findings of this study are discussed in this section below. 

For example, since the SAFC_net model claims high accuracy, it can be implemented in dietary 

tracking applications where users can capture the image of the food and receive the identification and 

the nutrient information based on the result. This could be especially helpful in areas where most of 

the recipes are from South Asia since it will help users monitor what they eat. Also, the performance 

of the model has shown that it can be applied for restaurant automation systems. The model could be 

implemented into self-service kiosks where the customers take a picture of the meal they ordered or 

for billing purposes in mobile ordering applications where customers take a photo to identify the food 

they are ordering or paying for.  

This would not only make the operation more efficient but would also increase customer satisfaction. 

Last but not least, based on the findings of the present study, the SAFC_net model can be enhanced 

in the future to classify food items from other cuisine types, assuming a larger dataset and more fine 

tuning have to be performed for individual cuisines. Further research studies can be aimed at the 

addition of other features related to food; some of these may include nutrition labels, ingredient 

identification, or even basic calorie counts to enhance the scope of classification in the model. 

 

Conclusion 

Therefore, the proposed SAFC_net architecture with custom layers and data augmentation has 

emerged as a very effective architecture for the classification of the SA food items. The model offers 

98.02% accuracy and good performance of all the parameters for evaluation, thus making it suitable 

for real-time use in areas of dietary tracking, restaurant automation, and food recognition. There are 

difficulties due to the similarity of many dishes of South Asia’s countries for a model recognizing 

them; however, the proposed architecture of a neural network and the process of its training let 

recognizing the dishes with a high accuracy.  

The significance of this study is thus wide-ranging, with the potential benefits assignable to 

commercial and consumer markets. Given that more and more consumers are developing a desire to 

be introduced to ethnic recipes, efficient systems of food classification will be all the more required. 

While SAFC_net may seem to present a solution to this problem, it is one that requires more 

development and research and could well lead to the complete transformation of how people engage 

with food through technology in the future. 
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